
AI 
Responsible Investing in 

When investors evaluate companies that develop AI, use AI, or process big data, 

they should examine them through the lens of AI ethics. The reason is that AI 

ethics improves companies' social impact and financial performance.

Below is a workflow investors can use when engaging with AI and 

data-heavy companies. Investors can integrate it into their due diligence 

process to evaluate companies and determine how to support them on AI and 

data responsibility. This workflow has been tailored to early stage VCs, but it is 

suitable for other kinds of investors as well.

Prohibited by law 

AI applications that are or are 
likely to become illegal

E.g., The EU AI Act outlaws 
applications that

Applications that are or likely to 
become heavily regulated

E.g., The EU AI Act heavily 
regulates applications that

Applications that are or likely to 
become lightly regulated

E.g., the EU AI Act lightly 
regulates applications that

AI applications that are not 
excepted to be regulated

 Excluded by your values

1. Subliminally distort people's behavior in ways 
that are likely to cause physical or psychological 
harm

2. Distort people's behavior by exploiting 
vulnerabilities related to age, disability, social, or 
economic situation in ways that are likely to cause 
physical or psychological harm

3.  Evaluate or classify people on their personality 
or social behavior leading to unfavorable 
treatment that is either disproportionate or 
pertains to unrelated social contexts

4. Perform ‘real-time’ remote biometric 
identification  in publicly accessible spaces by law 
enforcement authorities or on their behalf, unless 
certain exceptions apply

Highly regulated

E.g., weapons, gambling

AI aplicatins that are 

High risk of conflicting with 
your values

E.g., facial recognition may threaten  
human rights 

AI aplicatins that are at 

Moderate  risk of conflicting 
with your values

AI aplicatins that are at 

Aligned with your values

AI aplicatins that are

1. Are intended to be used in the following areas:

• Biometric identification and categorisation of 
natural persons

• Management and operation of critical 
infrastructure

• Education and vocational training
• Employment, workers management and 

access to self-employment
• Access to and enjoyment of essential private 

services and public services and benefits
• Law enforcement
• Migration, asylum and border control 

management
• Administration of justice and democratic 

processes

2.  Are a product or a safety component in a 
product that requires conformity assessment in 
the EU, e.g., toys, vehicles, aviation, and medical 
devices.

Lightly regulated

1. Interact with humans (e.g., chatbots)

2. Used to detect emotions or determine 
association with (social) categories based on 
biometric data

3. Generate or manipulate content (‘deep fakes’)

Not regulated 

A DUE DILIGENCE WORKFLOW FOR VCS 

ADDITIONAL RESOURCES

• What is AI and AI ethics? 
• The business case for AI ethics 
• How to conduct a responsible AI 

due diligence (a verbal explanation 
of the workflow) 

• How to support portfolio 
companies on responsible AI issues

In the full guidebook, you will find 
information about:

Risk of conflict with 
AI-related regulation
E.g. the EU AI Act

STEP 1:
Decide whether the company 

POSES AI RISKS 

Evaluate 
REGULATORY & VALUES CONFLICT RISKS

Regulatory 
Conflict Risk

Risk of conflicting with
your values

Values 
Conflict Risk

STEP 2:

EXTREME HIGH MINIMALMODERATE
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AI companies are at risk of conflicting with existing and 
upcoming regulations. The most prominent is the EU AI 
Act, the bill that is expected to regulate AI in the EU. In 
addition, AI applications may conflict with your values. 
For example, investors raised concerns that facial 
recognition may threaten human rights.

AI is a powerful technology that can have severe 
unintended negative consequences for people, society, 
and the environment. Companies are at risk of creating 
these harms if they develop AI, use AI, or process big data. 
If a company is at an early stage, it is enough that the 
company is expected to fall into one of these buckets. 

You can read more about AI harms in the guidebook.

To evaluate the degree to which the company mitigates 
data and AI risks, investors can focus on three dimensions 
of the company’s activities: their knowledge, their 
workflows, and their oversight. Evaluate the company’s 
performance in each of these dimensions and then 
combine it to an overall assessment of the company’s 
responsible AI maturity.

You can find case studies in the guidebook.

Investors can use the information obtained in this 
due diligence process to shape their decision on 
next steps, including refusing to engage with the 
company, providing it with AI ethics support, and 
requiring an external audit.

You can find case studies in the guidebook.

After investing in a company, investors should help 
the company improve its responsible AI maturity. 

You can find case studies in the guidebook.

The maturity evaluations  from step 3 
&

 The risks evaluations from step 2  
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STEP 3:
Evaluate

RESPONSIBLE AI MATURITY

STEP 4:
Determine

 INVESTMENT ELGIBILITY
by combining:

STEP 5:
Provide on going

RESPONSIBLE AI SUPPORT 
If you choose to invest 

in the company  

Motivate

• Conducting periodic assessments of 
responsible AI maturity

• Putting responsible AI issues on the 
board's agenda

• Including responsible AI expectations in 
your terms sheet or in a side letter

Ways to motivate companies to 
increase their responsible AI 

maturity include:

• Connecting them with AI ethics experts 
and vendors

• Sponsoring consultations with AI ethics 
experts

• Sponsoring workshops for individual 
portfolio companies or groups of them

Ways to educate portfolio 
companies on responsible AI 

issues include:

Educate

Provide 
RESPONSIBLE AI SUPPORT

Evaluate Key 
ORGANIZATIONAL DIMENSIONS

Evaluate the company's 
OVERALL RESPONSIBLE AI 

MATURITY

KNOWLEDGE

Recommended metrics: Recommended metrics: Recommended metrics:

WORKFLOW OVERSIGHT

To what extent does the 
company understand 
prominent AI ethics 

themes?

Risk Articulation 
How well can the company 
articulate how prominent AI 
ethics risks relate to it?

Diverse Input Collection 
To what extent does the 
company collect diverse input 
about prominent AI risks its 
technology pose?

Employee Education 
How extensively does the 
company educate its employees 
about prominent AI ethics risks?

Internal Reporting 
To what extent does the 
company report on its AI ethics 
progress to internal stakeholders, 
such as a senior AI ethics owner?

External Reporting 
To what extent does the 
company report on its AI ethics 
progress to external 
stakeholders, such as its board?

Periodical External 
Audits 
How regularly and extensively 
does the company undergo 
external audits?

Strategy and Measures  
Does the company have an AI 
ethics strategy, including clear 
metrics and standards?

Implemented Procedures 
To what extent do the company’s 
workflows include AI ethics 
practices, including all stages of 
their development life cycle?

Incentives 
To what extent do the company's 
internal incentive structures 
support the execution of its AI 
ethics strategy and procedures?

To what extent do the 
company's workflows 

mitigate the risk of conflicts 
with prominent AI ethics 

themes?

To what extent does the 
company’s oversight 

support compliance with 
prominent AI ethics 

themes?

Advanced Intermediate Beginner

Minimum 
Requirement

No Minimum 
Requirement

Minimum 
Requirement

Processes 
Big Data

None of 
the Above

Uses 
AI

Develops
AI

HIGH HIGHMODERATE HIGHMODERATEMODERATE 

Don't 
Invest

Don't 
Invest

Investment 

Eligible
Jump to step 5

Don't 
Invest

Investment 

Eligible

Passed Failed

Are they willing to employ someone to be 
in charge of responsible AI? 

Willing Unwilling

No 
AI risks

Order an external audit
If the company is pre-seed, an 

audit is premature. Proceed as if 
they passed an audit.
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