
A FLEXIBLE  
MATURITY MODEL 
FOR AI GOVERNANCE 
BASED ON THE NIST AI 
RISK MANAGEMENT 
FRAMEWORK

Ravit Dotan

Borhane Blili-Hamelin

Ravi Madhavan

Jeanna Matthews

Joshua Scarpino

Carol Anderson



A FLEXIBLE MATURITY MODEL FOR AI GOVERNANCE 
BASED ON THE NIST AI RISK MANAGEMENT FRAMEWORK2

Abstract

Researchers, government bodies, and organizations have repeatedly 
called for a shift in the responsible AI community from general principles 
to tangible and operationalizable practices in mitigating the potential 
sociotechnical harms of AI. The AI Risk Management Framework (AI 
RMF) from the National Institute of Standards and Technology (NIST) 
embodies an emerging consensus on recommended practices in 
operationalizing sociotechnical harm mitigation. This paper provides a 
framework for evaluating where organizations sit relative to the NIST 
AI RMF.
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1. INTRODUCTION

In recent years, increasingly more professionals in the AI ethics space have been calling for 
“operationalizing AI ethics” or “translating principles into practice” – meaning moving away 
from articulating general priorities and principles, which has been prominent in the last decade, 
into establishing processes that rigorously anticipate, evaluate, mitigate, and provide redress 
for AI harm [1], [2], [3], [4], [5], [6]. Against that backdrop, practitioners, researchers, and govern-
ment bodies have developed recommendations and practices to bridge the gap [7], [8], [9], [10].

This paper presents a maturity model aiming to help companies decrease this gap. A staple of 
current technology management toolkits, maturity models are “conceptual multistage models 
that describe typical patterns in the development of organizational capabilities” [14]. They have 
been characterized as a Crawl/Walk/Run-style set of factors depicting the progression of capa-
bilities while also serving as a tool to benchmark current capabilities and help set goals and 
priorities for improvement [17]. The practical utility of maturity models stems from their simplicity, 
conceptual power, and evolutionary orientation, which result in effective managerial guidance 
on where to invest attention, effort, and other resources in order to build capability in succes-
sive stages (see Poeppelbus et al. [14] and [18] for overviews of the large body of literature on 
maturity models, and Poeppelbuss & Röglinger [14] for a discussion of design principles for 
maturity models).

The use of maturity models in technology management dates back to the 1980s, with prede-
cessors dating back to the 1960s [19], [20], [21], [22]. As the popularity of maturity models has 
increased, their application has spread to many capability arenas, from cybersecurity to soft-
ware development best practices [14]. Well-known examples include the Software Capability 
Maturity Model [23] and the risk management maturity model [22]. NIST-related maturity models 
include the NIST cybersecurity maturity model (National Cybersecurity Center of Excellence 
[24]), and the simple Privacy maturity model in NIST’s privacy framework in the form of “Ready, 
Set, Go” labels [25]. A maturity model grounded in AI responsibility could help organizations 
evaluate their existing AI risk management practices and plan how to do better [15].

The maturity model for responsible AI governance presented here is based on the NIST AI Risk 
Management Framework (AI RMF)[10] (See [49] for more discussion of why we chose the NIST 
AI RMF, some alternatives we considered, and a discussion of other maturity models).  

The NIST AI RMF is a voluntary framework describing best practices for AI risk management, 
including concrete activities for the development and deployment of AI in a socially responsible 
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way. It is one of the most well-respected documents on AI governance and is growing in influ-
ence, especially in light of the United States October 2023 Executive Order on the Safe, Secure, 
and Trustworthy Development and Use of Artificial Intelligence that specifically calls out the 
NIST AI RMF [38]. The many AI companies based in the United States may view the US-based 
policies as especially relevant.

The structure of the paper is as follows. We start by describing the questionnaire and the flex-
ibility it offers. Then, we explain the scoring guidelines and aggregation options. Last, in the 
appendix, we present the full questionnaire. See [49] for more details on the model’s back-
ground, design choices, limitations, and implementation examples. See [50] for insights from 
piloting the model and additional implementation examples.
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2. FLEXIBLE QUESTIONNAIRE

This maturity model includes a flexible questionnaire and scoring guidelines. The questionnaire 
consists of a list of statements, and evaluators are asked to rank them using the scoring guide-
lines discussed below. The statements in the questionnaire center on concrete and verifiable 
actions, such as conducting certain processes and documenting the outcomes. For example:

”We regularly evaluate bias and fairness issues caused by our AI systems.”

The questionnaire avoids general and abstract statements such as “Our AI systems are fair.” 
Further, the statements use the plural first pronoun “we” and the active present tense, e.g., “we 
evaluate.” This is an intentional choice made to emphasize the responsibilities of the compa-
nies and people who manage AI.

The statements cover the content of the RMF’s governance recommendations, which are divided 
into four pillars: MAP - Learning about AI risks and opportunities; MEASURE - Measuring risks 
and impacts; MANAGE - Implementing practices to mitigate risks and maximize benefits; and 
GOVERN - Systematizing and organizing activities across the organization. Each of the pillars 
includes a list of categories and subcategories. For example, one of the categories in the 
MEASURE pillar is “MEASURE 2: AI systems are evaluated for trustworthy characteristics.” One 
of the subcategories in this category is “MEASURE 2.11: Fairness and bias – as identified in the 
MAP function – are evaluated and results are documented.” [10]. In isolation, each statement 
in the questionnaire covers one or more of the NIST AI RMF subcategories. For example, the 
statement above covers the subcategory MEASURE 2.11. Jointly, the statements in the ques-
tionnaire cover all RMF subcategories (see the Appendix for the full list).

The questionnaire is flexible in that evaluators are not required to evaluate all statements. The 
questionnaire allows the evaluator to adjust the evaluation to the organization’s specific context 
in three key ways: 1) level of granularity, 2) life-cycle stage of the AI system, and 3) multiplicity of 
AI systems within the organization. We elaborate on each of these in the subsections that follow.

Flexibility 1: Granularity

Evaluators who are interested in a fine-grained evaluation can score each of the individual 
statements in the questionnaire. However, those who are interested in a more coarse-grained 
evaluation have an alternative, as the individual statements are divided into nine topics. Each 
topic is represented by one high level sentence that describes the other lower level statements 
in that topic. For example, one of the topics is
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• Topic 4 - ”Measuring risk: We measure our potential negative impacts.”
Under this topic, there are finer-grained individual statements, including for example:

• ”We regularly evaluate bias and fairness issues related to our AI systems.”
• ”We regularly evaluate security issues related to our AI systems.”

Those interested in a coarse-grained evaluation can score only the topic statements. However, 
the individual statements are still taken into account because, as discussed in more detail 
below, the scoring guidelines instruct evaluators to give higher scores for better coverage of 
individual statements.

Flexibility 2: Life-cycle stage

A second aspect of flexibility comes from observing that a subset of RMF subcategories only 
becomes relevant once the AI system has reached a particular development stage. For exam-
ple, RMF subcategory MANAGE 4.1 is only relevant after the system has been deployed:

MANAGE 4.1: Post-deployment AI system monitoring plans are implemented, including mech-
anisms for capturing and evaluating input from users and other relevant AI actors, appeal 
and override, decommissioning, incident response, recovery, and change management. [24]

For this reason, the questionnaire is divided into phases of the development lifecycle, based 
on the AI life cycle described in the RMF [10]. We grouped the life cycle into three stages: (1) 
Planning and design; (2) Data collection and model building, including verifying and validating 
the system; and (3) Deployment - including deploying, using, operating, and monitoring the 
system. Each life-cycle stage contains topics and statements appropriate for that stage from 
multiple RMF pillars. The evaluator only uses the statements suitable for the relevant life-cycle 
stage. This flexibility explicitly guides evaluators to avoid questions that are not yet relevant to 
a particular AI system.

Flexibility 3: Multiplicity of AI systems

Organizations may have multiple AI systems, and the questionnaire allows for flexibility in 
approaching this multiplicity. Evaluators may score each AI system separately and aggregate 
those to get scores for the organization as a whole. Those interested in a more coarse-grained 
evaluation may instead score the organization holistically without delving into the details of 
each individual system.
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Putting it together

Putting together all three aspects of flexibility, those interested in the most fine-grained version 
of the evaluation will score each AI system using the individual statements appropriate to that 
system’s life-cycle stage. Those interested in the most coarse-grained version of the evaluation 
will score the organization as a whole using only topic statements appropriate to the life-cycle 
stage of the most advanced AI system that the organization manages.

Figure 1 illustrates the overall structure of the questionnaire, and the full questionnaire is in the 
Appendix.

Life-cycle 
stage Topic Sub-Statement

Score for Topic

Coverage Robustness Input 
Diversity Overall Evidence

Planning 
and on [...]

Data 
collection, 
model 
building, 
and on

4. Measuring 
impact - We 
measure the 
potential negative 
impacts

[...]

4.5 Fairness - We 
regularly evaluate 
bias and fairness 
issues related to this 
AI system
4.6 Privacy - We 
regularly evaluate 
privacy issues related 
to this AI system.

[...]

[...]

Deployment 
and on [...]

Figure 1. The structure of the questionnaire (While the full questionnaire is available in the 
Appendix, here we have retained only one example topic with two example sub-statements. 
The [...] notation is included to suggest all the other material that has been removed.)
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3. SCORING GUIDELINES

Leveraging NIST’s work, the scoring guidelines ensure evidence-based and well-reasoned 
evaluations. The goal is to help organizations communicate constructively when evaluating 
themselves, understand where they stand, and decide what they should do to improve. To 
achieve this, evaluators assign scores based on three specific metrics, accompanied by an 
evidence-based explanation for each score. For case studies and examples, see [49] and [50].

Scoring Metrics

Coverage of RMF Subcategories

As discussed above, the questionnaire allows evaluators to evaluate topic statements only 
rather than all of the individual statements. For example, the evaluator can score the state-
ment “Measuring Risk: we measure the potential negative impacts,” but not all the statements 
it contains, such as “We evaluate bias and fairness issues caused by this AI” and “We evaluate 
security issues caused by this AI.” When the evaluator does so, the scoring of the topic state-
ment should reflect coverage of all the individual statements included in that topic. For example, 
companies that evaluate and document security but not fairness risks satisfy this metric to a 
degree lower than companies that address both.

For evaluators who score individual statements, the coverage score reflects whether the 
company engages in relevant activities or not. 

Robustness

The word “robustness” refers to the ideals expressed through NIST’s “implementation tiers.” 
The implementation tiers are distinctions NIST uses to describe degrees of risk management 
activities in areas such as privacy and cyber-security ([25], [24]). These tiers represent an increas-
ing degree of rigor and showcase how well an organization has implemented the component 
under evaluation. There are four tiers:

1. PARTIAL- Activities are ad-hoc, reactive, occasional, or isolated from key organizational activities.
2. RISK INFORMED - Activities occur but they are informal and irregular. 
3. REPEATABLE- Activities are formalized into organization-wide policies or systematic practices. 
4. ADAPTIVE - Risk management activities can adapt to changes in the landscape and product, includ-

ing regular reviews and effective contingency processes to respond to failure. 
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We have extracted six interrelated ideals for the purposes of maturity evaluation. For conve-
nience, we refer to them collectively as “robustness”:

Robustness - The risk management activities are

1. Regular - Performed in a routine manner
2. Systematic - Follow policies that are well-defined and span company-wide
3. Trained Personnel - Performed by people who are properly trained and whose roles in the activi-

ties are clearly defined
4. Sufficiently Resourced - Supported by sufficient resources, including budget, time, compute power, 

and cutting-edge tools
5. Adaptive - Adapting to changes in the landscape and product, including regular reviews and effec-

tive contingency processes to respond to failure
6. Cross-functional - Involve all core business units and senior management. They are informed of the 

outcomes and contribute to decision-making, strategy, and resource allocation related to the activ-
ities (core business units include finance, customer support, HR, marketing, sales, etc)

Input diversity

Input diversity means that risk management activities receive input from diverse internal and 
external stakeholders. A low level of input diversity means that the relevant activities receive 
input from relatively few kinds of stakeholders. High levels of input diversity mean that the 
activities receive input from diverse internal and external stakeholders. For example, suppose 
that a company chooses its fairness metrics in consultation with civil society organizations, 
surveys of diverse customers administered by the customer success team, and conversations 
with diverse employees in the company. In that case, the company demonstrates a high level 
of input diversity with regard to the statement “We evaluate and document bias and fairness 
issues related to this AI system.”

The input diversity ideal is not highlighted in the NIST implementation tiers for privacy and 
cybersecurity. However, it is a key aspect of the AI RMF and is important in AI ethics. AI systems 
often impact masses of end-users and data subjects as well as society at large. Properly under-
standing, measuring, and managing AI risks requires an in-depth understanding of the potential 
impacts which, in turn, requires input from a wide range of perspectives.
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Scores

For scoring, evaluators determine the degree to which each statement satisfies the three metrics 
– low, medium, or high. Then, the statement’s score is calculated based on the following rubric, 
resulting in a score on a scale of 1-5, where 1 is the worst and 5 is the best.  

• 5: HHH All three metrics are satisfied to a high degree
• 4: HHM Two of the metrics are satisfied to a high degree and one to a medium degree
• 3: HMM, HHL, HML, or MMM One of the following is the case: (1) Two of the metrics are satis-

fied to a medium degree and one to a high degree; (2) Two of the metrics are satisfied to a 
high degree and one to a low degree; (3) One metric is satisfied to a high degree, one to a 
medium degree, and one to a low degree; or (4) all metrics are satisfied to a medium degree.

• 2: MML, MLL, or HLL One of the following is the case: (1) Two of the metrics are satisfied to 
a medium degree and one to a low degree; (2) One metric is satisfied to a medium degree 
and two to a low degree; (3) One of the metrics is satisfied to a high degree and two to a 
low degree.

• 1: LLL All metrics are satisfied to a low degree
• N/A The statement is not applicable

Explanation 

Each score should be accompanied by an evidence-based explanation. Evidence includes 
information about what organizations do, about what they don’t do, and reports of lack of 
evidence. For example, evidence may include describing artifacts that indicate that the company 
is engaged in the relevant activities. E.g., they may describe which company documents contain 
the relevant information and how detailed that information is, the outcomes of the activities, and 
so on. Evidence may also include indications that certain activities are not performed, which 
may happen, for example, when company documents imply that these activities are outside 
of the company’s current scope. Further, evidence discussions may also include pointing out 
a lack of evidence. Evaluators can note in their comments a distinction between lack of any 
evidence and the presence of evidence to the contrary. Last, evaluators provide evidence 
that a statement is not applicable, which may happen for example, due to the life-cycle stage 
of the evaluated AI system. For more information and examples of evidence to use in evalua-
tions, see [50].

Evidence-based explanations are crucial for accountability and for the usefulness of the evalua-
tion. Providing evidence encourages accountability in the evaluation process because it requires 
the evaluator to base the scoring on information that others can assess, too. Moreover, requir-
ing evaluators to provide evidence also encourages accountability on the part of the evaluated 
companies, because it encourages them to ensure that such evidence is available. Companies 
can do so, for example, by documenting key processes and their outcomes.
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Further, evidence-based explanations improve the usefulness of the evaluation because they 
contextualize and explain the reason for the score. Numbers on their own don’t offer much 
information about the company, what they currently do, what is missing, and how they can 
improve. The evidence an evaluator cites helps others understand how the evaluator interprets 
the scoring guidelines and what a given score means to that evaluator. This can help compa-
nies understand what they are doing right and how to do better.

Applicability of the Scoring Guidelines

Inevitably, there is going to be some divergence in the scores when completed by different 
evaluators. This will be true for any set of guidelines, as no set of guidelines can cover all the 
details relevant to the wide range of contexts and circumstances evaluators may encounter. 
No matter how detailed the guidelines may be, evaluators will always need to exercise some 
judgment, deciding what satisfies the metrics and to what degree, deciding what counts as 
evidence, deciding which contextual factors matter most, etc.  
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4. SCORE AGGREGATION

After scoring the individual statements or topics, evaluators can aggregate the scoring to get a 
unified score. Evaluators who score individual statements can benefit from fine-grained aggre-
gations. Our maturity model offers two modes of fine-grained aggregation: By NIST pillars and 
by responsibility dimensions (see Figure 2 for an illustration).

 
Figure 2. Illustration of aggregation modes in radio charts: To the left, aggregation by 
NIST Pillar. To the right, aggregation by responsibility dimension

In aggregating by NIST pillars, the output is a score for each of the NIST pillars, MAP, MEASURE, 
MANAGE, and GOVERN, based on the scores of the statements that belong to it. For exam-
ple, the MAP score is the average of all the statements that belong to the MAP pillar (see the 
associations in the Appendix).

Aggregation by NIST pillar can help discover organizations’ strengths and weaknesses in differ-
ent kinds of activities. In particular, this mode of aggregation can expose systematic failures in 
organizations’ approaches to AI responsibility. For example, when organizations show strength 
in GOVERN activities but weakness in all other pillars, they may be engaged in ethics washing. 
For example, they may be establishing policies that are largely not implemented. Other orga-
nizations may show strength in GOVERN and MANAGE but weakness in MAP and MEASURE. 
These organizations’ risk management activities may be ill-informed, as the low level of MAP 
and MEASURE may indicate that their understanding of the risks is lacking.

https://docs.google.com/document/d/1zJp2hya0UVmNh7SK0FVxwmNkLiqpt4R763MU9B6ZXdc/edit#bookmark=id.39kk8xu
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Another option is to aggregate based on some or all of the dimensions of AI responsibility the 
RMF highlights in the subcategories — performance, fairness, privacy, ecology, transparency, 
security, explainability, 3rd party (e.g., IP/copyright), and safety. In this aggregation mode, the 
score of each dimension is an average of all the statements associated with that dimension 
(see the associations in the Appendix).

Aggregation by responsibility dimensions can help discover when organizations ignore certain 
issues. For example, some organizations boast AI responsibility based on their activity in a 
handful of risk areas, such as privacy and security. Focusing on each dimension can highlight 
the other areas in which the company is lacking.

Aggregation can help track companies’ progress over time. This maturity model isn’t prescrip-
tive about the trajectory of the progress. It allows tracking progress which may take place in 
many different ways. For example, in large corporations, we may see a top-down progress 
trajectory, where the company starts with strong GOVERN activities and advances to stronger 
MEASURE and MANAGE activities. In smaller companies, we might see a bottom-up progress 
trajectory, where the company starts with strong MEASURE, MAP, and MANAGE activities and 
progresses to stronger GOVERN activities (see Figure 3 for an illustration).

Figure 3. Illustration of maturity progress trajectories. To the left, a bottom-up trajectory. 
To the right, a top-town trajectory

https://docs.google.com/document/d/1zJp2hya0UVmNh7SK0FVxwmNkLiqpt4R763MU9B6ZXdc/edit#bookmark=id.1opuj5n
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5. CONCLUSION

This paper lays out a maturity model to evaluate the responsibility of AI governance in orga-
nizations that develop and manage AI systems. This model includes a flexible questionnaire 
and scoring guidelines, both based on industry standards set out by NIST. The strengths of 
this model include a rigorous conceptual framework that is drawn from industry standards, a 
focus on the mitigation of sociotechnical harm and on inclusivity, flexibility in questionnaire 
and aggregation options to accommodate the needs of different organizations, compatibil-
ity with multiple maturity trajectories, and the facilitation of evidence-based evaluations that 
flesh out subjective judgments and the reasoning to support them. All these features are 
intended to make this model practical and helpful in supporting organizations in improving 
their AI risk management and in supporting the field in enhancing the overall levels of AI ethics 
implementation. For more about the maturity model and its implementation, see [49] and [50]. 
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APPENDICES

The Questionnaire

In this appendix, we present the maturity model’s questionnaire. As discussed in the body of 
the paper, the questionnaire is divided by stages of the development life-cycle. Altogether, 
the questionnaire contains 9 topic statements with more detailed individual statements under 
each topic statement. There are a total of 66 detailed statements. Evaluators can choose to 
evaluate topic statements only or all statements. They are asked to provide both a score and 
an explanation to support each score. 

Figure 1 provides a visual illustration of the questionnaire’s structure, and Tables A.1-A.3 contain 
the list of all the statements (topic and detailed). Each statement is associated with responsi-
bility dimension (performance, fairness, privacy, ecology, transparency, security, explainability, 
3rd party, and safety), specific NIST subcategories, and a NIST Pillar (MAP, GOV, MEA, MAN). 
Some of the statements reflect multiple NIST subcategories, sometimes from different pillars. 
Each statement was associated with one of the pillars of its subcategories, based on how well 
the statement matches the spirit of each pillar:

• MAP - Learning about AI risks and opportunities
• MEASURE - Measuring risks and impacts
• MANAGE - Implementing practices to mitigate risks and maximize benefits
• GOVERN - Systematizing and organizing activities across the organization.

The questionnaire has changed in some ways relative to [49]. In particular, there is less of an 
emphasis on documentation based on experience using the questionnaire in practice [50]. The 
exact details of the questionnaire may vary over time or with specific use cases. This is not 
presented as a single definitive set of questions.

https://docs.google.com/document/d/1zJp2hya0UVmNh7SK0FVxwmNkLiqpt4R763MU9B6ZXdc/edit#bookmark=id.pkwqa1
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Table A. 1 Topics Relevant for Systems in the  
Planning Stage and Beyond (All Systems)

NIST 
Pillar

NIST 
Subcategories

Responsibility 
Dimension

1. Mapping impacts
We clearly define what the AI is supposed to do and 
its impacts, including scope, goals, methods, and 
the negative and positive potential impacts of these 
activities.

MAP MAP 1.3, MAP 
2.1, MAP 3.3

1.1 Goals
We define the goals, scope, and methods of this AI 
system.

MAP
MAP 1.1, MAP 
3.1, MAP 5.1, 
GOV 4.2

1.2 Positive Impacts
We identify the benefits and potential positive 
impacts of this AI system, including the likelihood 
and magnitude.

MAP MAP 1.4, MAP 
3.1

1.3 Business Value
We identify the business value of this AI system

MAP MAP 5.1, GOV 
4.2

1.4 Negative impacts
We identify the possible negative impacts of this AI 
system, including the likelihood and magnitude.

MAP MAP 3.2

1.5 Costs of malfunction
We identify the potential costs of malfunctions of 
this AI system, including non-monetary costs such 
as decreased trustworthiness

MAP MAP 5.2 Unexpected
1. 6 Unexpected Impacts
We implement processes to integrate input about 
unexpected impacts

MAP MAP 2.3, MAP 
4.1

1.7 Methods and tools
We document the methods and tools we use for 
mapping impacts

MAP
MAP 1.2, GOV 
3.1, GOV 5.1, 
GOV 5.2

Input diversity

1.8 Diverse input
Diverse stakeholders inform the mapping 
process, including diverse skills and demographic 
backgrounds

2. Identifying requirements
We identify the requirements the AI must meet, 
including compliance, certifications, and human 
oversight needs.
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GOV GOV 3.2, MAP 
3.5 Oversight

2.1 Human oversight
We identify the human oversight processes the 
system needs

MAP MAP 1.6, MAP 
3.4

2.2 Standards
We identify the technical standards and 
certifications the system will need to satisfy

GOV GOV 1.1
2.3 Legal
We identify AI legal requirements that apply to this 
AI system

3. AI ethics mindset and culture
We facilitate a mindset of responsibility, for example, 
by providing AI ethics training to relevant personnel, 
clearly defining relevant roles, establishing policies, 
and implementing practices for critical thinking.

GOV GOV 1.2, GOV 
1.4

3.1 Policies
We write policies and guidelines about AI ethics

GOV GOV 2.1
3.2 Roles
We document roles, responsibilities, and lines of 
communication related to AI risk management

GOV GOV 2.2
3.3 Training
We provide training about AI ethics to relevant 
personnel

GOV GOV 4.1
3.4 Critical Thinking
We implement practices to foster critical thinking 
about AI risks

GOV GOV 2.3
3.5 Leadership
Executive leadership takes responsibility for 
decisions related to AI risks
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Table A. 2 Topics Relevant for Systems in the  
Data Collection and Model Building Stage and Beyond

NIST 
Pillar

NIST 
Subcategories

Responsibility 
Dimension

4. Measuring risk
We measure potential negative impacts.

4.1 Strategy
We make and periodically re-evaluate our strategy 
for measuring the impacts of this AI system. It 
includes choosing which impacts we measure. It 
also includes how we will approach monitoring 
unexpected impacts and impacts that can’t be 
captured with existing metrics.

MEA

MEA 1.2, MEA 
2.1, MEA 3.1, 
MEA 3.2, MAP 
2.3

4.2 Methods
We have a clear set of methods and tools we use 
to measure the impacts of this AI system. It includes 
which metrics and datasets we use.

MEA MEA 1.2, MEA 
2.13

4.3 Effectiveness
We evaluate the effectiveness of our measurement 
processes

MEA MEA 2.3 Performance
4.4 Performance
We regularly evaluate the performance of this AI 
system in conditions similar to deployment

MEA MEA 2.11 Fairness
4.5 Bias & fairness
We regularly evaluate bias and fairness issues 
related to this AI system

MEA MEA 2.10 Privacy
4.6 Privacy
We regularly evaluate privacy issues related to this 
AI system

MEA MEA 2.12 Ecology
4.7 Environment
We regularly evaluate environmental impacts 
related to this AI system

MEA MEA 2.8 Transparency
4.8 Transparency & Accountability
We regularly evaluate transparency and 
accountability issues related to this AI system

MEA MEA 2.7 Security
4.9 Security
We regularly evaluate security and resilience issues 
related to this AI system
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MEA MEA 2.9 Explainability
4.10 Explainability
We regularly evaluate explainability issues related to 
this AI system

MEA MEA 1.1, GOV 
6.1 3rd party

4.11 3rd Party
We regularly evaluate third-party issues, such as IP 
infringement, related to this AI system

MEA MEA 1.1, MAP 
3.5, GOV 3.2 Oversight

4.12 Human oversight
We regularly evaluate human oversight issues 
related to this AI system

MEA MEA 2.6 Safety
4.13 Safety
We regularly evaluate safety issues related to this AI 
system

MEA MEA 1.1 Other
4.14 Other
We regularly evaluate other impacts related to this 
AI system

MEA MEA 2.2, MEA 
2.6

4.15 Human subjects
If evaluations use human subjects, they are 
representative and meet appropriate requirements

MEA

MEA 1.3, MEA 
3.3, MEA 4.1, 
MEA 4.2, MEA 
4.3, GOV 5.2, 
GOV 3.1

Input diversity

4.16 Diverse input
Consultations with diverse domain experts and end 
users inform measurement approaches, results, and 
progress.

5. Transparency
We document information about the system, 
including explaining how it works, limitations, and 
risk controls.

GOV GOV 1.4, MAP 
2.2 Transparency

5.1 Limitations & Oversight
We document information about the system’s 
limitations and options for human oversight related 
to this AI system. The documentation is good 
enough to assist those who need to make decisions 
based on the system’s outputs.

GOV GOV 1.4, MAP 
4.2 Transparency

5.2 Risk controls
We document the system risk controls, including in 
third-party components
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GOV GOV 1.4, MEA 
2.9 Explainability 5.3 Model explanation

We explain the model to ensure responsible use
We inventory information about this AI system in a 
repository of our AI systemsGOV GOV 1.6 Transparency

6. Management plan
We plan how to respond to risks, including setting 
priorities and documenting
residual risks.

GOV

GOV 1.3, GOV 
1.4, MAP 1.5, 
MAN 1.3, MAN 
2.1

6.1 Plan
We plan how we will respond to the risks caused 
by this AI system. The response options include 
defining the organization’s risk tolerance level and 
deciding when risks should be mitigated, avoided, 
or accepted.

GOV GOV 1.3, MAN 
1.2

6.2 Prioritization
We prioritize the responses to the risks of this 
AI system based on impact, likelihood, available 
resources or methods, and the organization’s risk 
tolerance.

MAP MAN 1.4

6.3 Residual risk
We identify the residual risks of this AI system (the 
risks that we do not mitigate), including risks to 
buyers and users of the system.

GOV GOV 1.4, MAN 
1.2, MAN 2.3 Unexpected

6.4 Unexpected risks
We have a plan for addressing unexpected risks 
related to this AI system as they come up

7. Risk mitigation
We act to minimize risks, including addressing your 
prioritized risks and tracking incidents.

MAN MAN 1.1, GOV 
1.5 Performance

7.1 Meets objectives
We proactively evaluate whether this system meets 
its stated objectives and whether its development or 
deployment should proceed

MAN MAN 1.3, MAN 
4.2, MEA 2.11 Fairness

7.2 Bias & fairness
We ensure this AI’s bias and fairness performance 
stays meets our standards

MAN MAN 1.3, MEA 
2.10, MAN 4.2 Privacy

7.3 Privacy
We ensure this AI’s privacy performance meets our 
standards
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MAN MAN 1.3, MEA 
2.12, MAN 4.2 Ecology

7.4 Environment
We ensure this AI’s environmental performance 
meets our standards

MAN MAN 1.3, MEA 
2.8, MAN 4.2 Transparency

7.5 Transparency & Accountability
We ensure this AI’s transparency and accountability 
meets our standards

MAN MAN 1.3, MEA 
2.7, MAN 4.2 Security

7.6 Security
We ensure this AI’s security and resilience meets 
our standards

MAN MAN 1.3, MEA 
2.9, MAN 4.2 Explainability

7.7 Explainability
We ensure this AI’s explainability performance 
meets our standards

MAN MAN 3.1, GOV 
6.1, MAN 1.3 3rd party

7.8 3rd party
We ensure this AI’s third-party impacts, such as IP 
infringement, meet our standards

MAN GOV 3.2, MAP 
3.5, MAN 1.3 Oversight

7.9 Human oversight
We implement processes for human oversight 
related to this AI system

MAN MAN 4.1 Oversight
7.10 Appeal
We implement processes for appeal related to this 
AI system

MAN MAN 2.4, GOV 
1.7

7.11 End of life
We maintain end-of-life mechanisms to supersede, 
disengage, or deactivate this AI system if its 
performance or outcomes are inconsistent with the 
intended use.

MAN MAN 1.3, MEA 
2.6, MAN 4.2 Safety 7.12 Safety

We ensure this AI system is safe

MAN MAN 1.3, MAN 
4.2 Other

7.13 Other risks
We address all other risks prioritized in our plans 
related to this system by conducting measurable 
activities

MAN MAN 2.3 Unexpected
7.14 Unexpected risks
We address unexpected risks related to this system 
by conducting measurable activities
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MAN MAN 4.3, GOV 
4.3

7.15 Errors and incidents
We track and respond to errors and incidents 
related to this system by conducting measurable 
activities

GOV

MEA 1.3, MEA 
3.3, MEA 4.1, 
MEA 4.2, MEA 
4.3, GOV 5.2, 
GOV 3.1

Input diversity
7.16 Input diversity
Consultations with diverse domain experts and end 
users inform risk management activities
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Table A. 3  Topics Relevant for Systems in the Deployment Stage and Beyond

NIST
Pillar

NIST
Subcategories

Responsibility
Dimension

8. Pre-deployment checks
We only release features that meet our AI ethics 
standards.

MAN MAN 1.1, MEA 
2.5

8.1 Valid and reliable 
We demonstrate that this system and its features 
are valid, reliable, and meet our standards. We 
document the conditions under which it falls short.

9. Monitoring
We monitor and resolve issues as they arise.

GOV MAN 4.1, GOV 
1.3

9.1 Monitoring Plan
We plan how to monitor risks related to this system 
post-deployment

MEA MEA 2.4, MEA 
2.6 Performance

9.2 Functionality
We monitor this system’s functionality and 
behavior post-deployment

MAN MAN 2.2
9.3 Sustain Value
We apply mechanisms to sustain the value of this 
AI system post-deployment

MAN MAN 4.1, GOV 
5.2 Input diversity

9.4 User Input
We capture and evaluate input from users about 
this system post-deployment

MAN MAN 4.1, MEA 
2.6 Oversight

9.5 Appeal and override
We monitor appeal and override processes related 
to this system post-deployment

MAN MAN 4.1, GOV 
4.3, MEA 2.6

9.6 Incidents
We monitor incidents related to this system and 
responses to them post-deployment

MAN
GOV 6.2, MEA 
2.6, MAN 3.1, 
MAN 3.2

3rd party

9.7 3rd Party
We monitor incidents related to third-party 
components, such as pre-trained models or data, 
and respond to them, especially when these 
components are high risk
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MAN MAN 4.1, MEA 
2.6

9.8 Other
We implement all other components of our post-
deployment monitoring plan for this system

MAN MAN 2.4, MAN 
4.1, MEA 2.6

9.9 End of life
We monitor issues that would trigger our end-of-
life mechanisms for this system, and we take the 
system offline if issues come up
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